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Introduction and Motivation 

Federated Learning 

A machine learning technique that trains an algorithm via multiple 
independent sessions, each using its own dataset 
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Server 
Multiple clients want to 
collaboratively train a 
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Server 

Download global 
model from server 

Multiple clients 
want to 

collaboratively 
train a model 

In each iteration 
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Server 

Train on a batch 

Share model 
updates 

Multiple clients want to 
collaboratively train a 

model 

Sharing updates 
rather than data... 

how much  
privacy gained? 

In each iteration 
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Challenges:  
• Size of data: Each users has very 

limited data  
• Privacy Concerns: Sensitive 

information can still be revealed to 
third party or central server during the 
communication. 

• Expensive Communication: 
communication in the network can be 
slower than local computation by 
many orders of magnitude. 
 
 

Alazab, M., RM, S.P., Parimala, M., Maddikunta, P.K.R., Gadekallu, T.R. and Pham, Q.V., 2021. Federated learning for cybersecurity: concepts, 

challenges, and future directions. IEEE Transactions on Industrial Informatics, 18(5), pp.3501-3509.)  
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Each user 

has images 
Iteration Model 

FedAvg-ANN FedAvg-MLP FedAvg-CNN 

Accuracy (%) Accuracy (%) Accuracy (%) 

4 2 41.66 41.66 50.00 

8 2 68.00 64.00 74.00 

39 2 82.50 85.00 85.83 

Table: Comparison of performance parameter over MNIST 
dataset with iterations = 2 and number of users = 10 



Workload Prediction and Efficient Resource 

Management  in Cloud Environment 

Proposed Model 
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Train the Global Model with noisy data 
Train the Local Models with raw data  
 

(a) idea 

(b) dataset 

MNIST dataset with 60000 samples 
  

(c) result 

Accuracy, Precision, F-Score 
Loss  
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Summary 

 Previous proposed model don’t consider the case when each user has small 
amount of data  which practically are the real world scenario 

 
 Both raw and noisy data were used to examine the performance of federated 

method, which is better than previous works. 
 
 The newly proposed model improve securely sharing the data to the central 

server, while maintaining utility and reducing convergence time.  
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